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Outline

▪ ‘General & hard’ laws governing the use of AI in 
the public sector

▪ Data Protection Law

▪ Right not to be subject to automated decisions

▪ Right to meaningful information

▪ Administrative Law

▪ Right to Explainability – Duty to give reasons

▪ Unfettered discretion – Limited role of 
automation 
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Privacy & Data Protection Law

1. Regulating personal data for protecting (informational) privacy

2. Centralising consent in data collection and processing

• But consent may be overburdensome for data subjects and outweighed by 

public interest

3. Data protection principles (DPPs) being developed for ensuring fair 

use of data in the AI context

• EU’s GDPR (General Data Protection Regulation): a light version of the rights 

not to be subject to automated decisions and to human intervention



Australian Law Reform Proposals: Prohibition

Privacy Act Review – Discussion Paper 2021 Attorney-General Report 2023
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Australian Law Reform Proposals: Right to Request Meaningful Info

Attorney-General Report 2023
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Duty to Give Reasons under Administrative Law
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Duty to give reasons by the decision-maker

• Natural justice in common law – the affected person’s right to be heard

• Statutory duty provided in civil law countries – ‘equality of arms’

• Enabling the affected party to understand and evaluate the decision merits

Quality of the reasons underlying an ADM

• Explanation of a particular decision v. overview of a complex model

• Sensitive to specific conditions in which a statutory power is exercised

• Explanations of how v. why a decision was made



An Australian Approach?
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AI Act 2024: Moving towards Specific AI Law in Europe
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Cross-sector regulation of AI

Risk-based approach

• Harmful AI uses banned 

• a defined list of “high risk” AI systems: subject to 

strict requirements (e.g. transparency)

• medium / low risk AI: lower-burden or no 

requirements for. 

Enforcement 

• handled by a national regulators 

• overseen by a new “EU AI Board”

Photo Source: Keepabl, https://keepabl.com/news/infographic-eu-ai-act

https://keepabl.com/news/infographic-eu-ai-act


Regulatory Attempts Targeting Generative AI
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European Union The finalised AI Act may include specific obligations for the providers of generative AI and 

foundational models. Currently, the European Parliament position does not put these providers 

under the ‘high risk’ category, the trialogue negotiations may give rise to changes.

General, 

EU(state)-led based

United States No specific work on generative AI.  A recent bill in Congress on regulating AI has reached the 

committee stage.  An executive order on responsible innovation of AI expected to be announced 

in the coming months.

The Executive Order on Further Advancing Racial Equity and Support for Underserved 

Communities Through The Federal Government (16 Feb 2023) required that when designing, 

developing, acquiring, and using AI and automated systems in the Federal Government, agencies 

shall do so ‘in a manner that advances equity’. 

2022 White House’s Blueprint for an AI Bill of Rights.

General,

state-led

China Cyberspace Administration of China (CAC)’s Interim rules on Generative AI (effective 15 August 

2023) stipulates that service providers shall ensure the generated content adhere to the socialist 

core values and not endanger national security, and shall take effective measures to prevent 

discrimination based on ethnicity, belief, gender, age,  professions, etc. in the process of algorithm 

design, training data selection and model refinement. 

National Data Administration, a new national authority, was established on 25 Oct 2023.

Quasi-general, 

state-led

Japan No plan (yet) for legislation or statutory rules on generative AI.

Relying on the model of ‘agile digital governance’; insulting AI model providers from copyright 

claims under the existing Copyright Law.

Sector-specific, 

industry-led



AU Gov’s Interim Response to Safe and Responsible AI
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Right Not to Subject to a (Fully) Automated Decision
[Data Protection Law]

Right to Explanation of Automated Decision-making
[Administrative Law]

Unfettered Exercise of Discretion
[Administrative Law]
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Importance of Existing Legal Frameworks 
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Much attention paid to

• Legal gaps in some areas (e.g. deepfakes, plagiarism, IP of training data) 

• ‘Soft laws’: voluntary principles, ethics and best practices guidelines

• Specific laws: (EU) AI Act 2024, (China) Administrative Rules of Gen AI 2023, (Canada) AI & Data Bill 2022

But don’t forget

• AI may not be a unique and standalone target of regulation

• The use of AI’s different components can be subject to existing legal frameworks 

• General (i.e. technology-neutral) laws about

• Collection and use of personal data → data protection law

• Automation of decision-making in the public sector → administrative law, human rights law…

• Fair treatment of consumer → consumer protection law

• Intellectual properties concerning training data and algorithmic models → copyright law, patents law…

Higher Education Sector also subject to the FAccT requirements 

• Fairness, Accountability, Transparency 

• under data protection law and administrative law



Accountability & Administrative Law

1. Accountability in administrative decision-making, including the use 
of personal/non-personal data, algorithms, and AI

2. Decision-makers shall provide:

• justifications for its decision

• reasonable exercise of discretion

• corrections/remedies for harms caused to private parities

3. Administrative law has long-standing rules governing the public 
sector, including public universities and other research institutions
• adaptive to the data-intensive environment



Prohibition 
through a Right to 
Object?

GDPR Art. 22(1): Right not to be subject to automated individual 
decision-making

• ‘[t]he data subject shall have the right not to be subject to 
a decision based solely on automated processing, 
including profiling, which produces legal effects 
concerning him or her or similarly significantly affects 
him or her’ 
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A Right to ‘Human in the Loop’ as a Substitute?
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A right to human intervention under GDPR Art. 22(3)

• For the cases of contract- or consent-based exceptions, ‘the data controller 

shall implement suitable measures to safeguard the data subject’s 

rights and freedoms and legitimate interests, at least the right to obtain 

human intervention on the part of the controller, to express his or her 

point of view and to contest the decision.’

Relate closely to the ‘right to explanation’



Schufa Case (C-634/21)
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European Coutt of Justice December 2023



Schufa Case (C-634/21)
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Facts:
• OQ 

• applied for a loan but was rejected by the bank because her SCHUFA score was too low

• requested to grant her access to the corresponding data

• SCHUFA
• disclosed only the score and general principles

• SCHUFA was not the decision maker; refusal based on trade secret grounds and the fear of gaming behaviour

Held:

1. Scoring is a decision

a) Produced automatically

b) Established a probability value based on personal data concerning a person’s ability to repay a 
loan in the future → to evaluate and predict → profiling (Art. 4)

c) Draws strongly on by a third party(bank) → producing legal effects (Recital 71)

2. Right to obtain meaningful information under Art. 15

a) Lack of protection of rights of the data subjects: entitled to receive ‘meaningful information 
about the logic of the automated decision’

b) Must provide suitable safeguards and to ensure fair and transparent processing



An Emerging ‘Right to Explanation’ in Europe?
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GDPR

• Art. 12: Transparent information for the exercise of data subjects’ rights

• Tell data subjects about the existence of automated decision-making, including profiling.

• Art. 13: Notification obligation concerning the collection of personal data 

• Art. 15: Right of access by the data subject

• Not only the fact that profiling will occur but also meaningful information about the logic involved in the ADM 

and the envisaged consequences for the data subjects.

• (Non-binding) Recital 71

• specifies that safeguards for data subjects ‘should include specific information to the data subject and the right 

to obtain human intervention, to express his or her point of view, [and] to obtain an explanation of the 

decision reached after such assessment and to challenge the decision’ 

Convention 108 + (Council of Europe)

• Modernised Convention for the Protection of Individuals with regard to Automatic Processing of 
Personal Data

• Art. 9(1)(c): Every individual has a right to obtain, upon request, knowledge of the reasoning 

underlying the data processing where the results of such processing are applied to him or her.



Can Australian Privacy Principles Imply a Similar Right?
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APP 1 - Open and transparent management of personal information

• An entity should manage personal information in an open and transparent way.  This includes 

having a clearly expressed and up to date privacy policy.

APP 12 – Access to Personal Information 

• If an entity holds personal information, it must, on request by the individual, give access to the 

information. 

• This rule does not apply if the entity is 

• a (government) agency and is required or authorised to refuse access under Freedom of Information Act 

1982 (Cth) or other Cth Acts, or

• a (private sector) organisation and an exception applies such as: 

• The request for access is frivolous or vexatious

• Giving access would have an unreasonable impact on the privacy of others 

• Giving access would reveal evaluative information generated within the entity in connection with a commercially 

sensitive decision-making process



Right Not to Subject to a (Fully) Automated Decision
[Data Protection Law]

Right to Explanation of Automated Decision-making
[Administrative Law]

Unfettered Exercise of Discretion
[Administrative Law]
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Parcoursup adjudicated by France’s 

• Supreme Administrative Court 

(Conseil d’État) and 

• Constitutional Council



The Parcoursup Case in France
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Parcoursup: a digital platform 

• created by the Law n°2018-166 to pre-register students in the higher education institutions.  

• The ‘local algorithms’ are not publicly available as the platform allows institutions to introduce their own selection criteria. 

Legal requirements

• Under Art. L. 311-1 of the Code on Relations between the Public and the Administration (CRPA) , as 

amended by the Law [for] a Digital Republic: the administrative authorities [concerned] are required to publish 

online or to communicate the administrative documents that they hold to persons who request them, under the 

conditions set out in this Code.

• Also, Decree of 19 March 2019 requires the institutions to release the general criteria used in their selection process. 

• But Art. L. 612-3 of the Code of Education provides that the right to obtain information regarding the criteria, 

procedures and pedagogical reasons applied to a final decision is reserved for the applicants concerned. 

A student union sued a university to obtain the algorithm and the source code of Parcoursup

The first instance court (Administrative Court of Guadeloupe) held that such information should be disclosed 

to the student union. 

On appeal, the highest administrative court (Conseil d’État) ruled that the CRPA provision was not applicable

• Conseil d’État, 12 juin 2019, n°427916

https://www.conseil-etat.fr/fr/arianeweb/CE/decision/2019-06-12/427916


Parcoursup – Cont’d
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Decision no.2020-834 of the Constitutional Council

Issue

• (preliminary ruling requested by Conseil d’Etat on) the constitutionality of Art. L. 612-3 of the Code of 
Education about the limitation on the access to information

Ruling

• Enshrines the right to communication of administrative documents as a constitutional right based on Article 
15 of the Declaration of the Rights of Man and of the Citizen.

• Legislation may limit this right if justified by the general interest and the limitations are not disproportionate.

• Limitation by the Code concerned to communication is justified by the secrecy of the deliberations 

• It is not disproportionate because guarantees are provided

• ‘Interpretative reservation’: 

• Must not to prevent third party’s access to the criteria used for reviewing the applications once the national 

pre-registration procedure is completed.

• Must specify the extent to which algorithmic processing was used to carry out this examination and respect 

the privacy of applicants.

https://ai-lawhub.com/parcoursup-decision-no-2020-834-qpc/


France

• Law No. 2016-1321 for a Digital Republic: right to explanation for 

administrative decisions taken on the basis of an algorithmic treatment

1. the degree and the mode of contribution of the algorithmic processing to 

the decision making;

2. the data processed and its source;

3. the treatment parameters and, where appropriate, their weighting, applied to 

the situation of the person concerned; 

4. the operations carried out by the treatment

• 2016 Code Relations between the Public and the Administration

• Art. L211-5: The statement of reasons [required] must be in writing and include a 

statement of the legal and factual considerations on which the decision is based.

• Art. L311-3-1: An individual decision taken on the basis of algorithmic processing shall 

include an explicit statement informing the person concerned. The rules defining this 

processing as well as the main characteristics of its implementation shall be 

communicated by the administration to the person concerned if he/she so requests.

Germany: VwVfG (Administrative Procedure Law)

• Every written (or electronic) decision requires an explanation or a ‘statement of 

grounds’ that outlines the essential factual and legal reasons giving rise to the decision.

Statutory Requirements of Explainability
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See Edwards L and Veale M, ‘Enslaving the Algorithm: From a 
“Right to an Explanation” to a “Right to Better Decisions”?’ (2018) 
16 IEEE Security Privacy 46; Olsen, Slosser and Hildebrandt, 
“What’s in the Box?: The Legal Requirement of Explainability in 
Computationally Aided Decision-Making in Public Administration” 
in Oreste Pollicino et al (eds), Constitutional Challenges in the 
Algorithmic Society (Cambridge University Press 2021) 219-235.



Turnitin Detection of AI-Generated Content
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Right Not to Subject to a (Fully) Automated Decision
[Data Protection Law]

Right to Explanation of Automated Decision-making
[Administrative Law]

Unfettered Exercise of Discretion
[Administrative Law]
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Discretion should be exercised and not to be fettered

• Case-by-case evaluation v. one-size-fits-all classification

• Exceptions from the general policy v. absolute adherence to 

instructed rules

Regulation of fully automated decision-making

• Approach 1: (legislative) ban 

• German VwVfG [Administrative Procedural Code] Art. 35a 
excludes the full ADM for cases involving discretion (since 2017)

• Approach 2: permission of ADM with no or minimal impact on 

individuals’ rights

• Poland: only positive visa decision

• Latvia: only minimum fines provided by legislation can be imposed 

for an administrative offence recorded by technical means

• Norway: ADM limited to decisions where little discretion is left to 

agencies; but not excluding delegation of powers to private actors 

if the latter do not have the normative power to prohibit or 

authorise activities. 

Requirements of Unfettered Discretion



The Pintarich Case in Australia

Pintarich v Deputy Commissioner of Taxation [2018] 
FCAFC 79

Facts

• An automated letter was sent to Pintarich concerning 
their tax debt owed. which was not checked by the tax 
official at the ATO.

• Pintarich paid the amount according to the letter and 
consider the tax settled. But the tax official claimed that 
the letter was incorrect in terms of failing to include the 
application of a general interest charge to settle a debt 
owed. 

Held

• A computer-generated letter declaring the amount and 
condition of remission of tax is not regarded as a 
‘decision’ in legal sense, 

• because it involves no ‘mental process’ of the official to 
whom the public power is entrusted. 
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Implications for the Higher Education Sector 
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Higher Education Sector should comply with the FAccT requirements under DP law and admin law

Relevant scenarios

• Teaching and Assessment

❑ Automated Admissions: right not to be subject to fully automated decision-making; 

challenges in contesting automated decisions

❑ AI-Assisted Grading: unfettered discretion and duty to give reasons; 

challenges in identifying bias and explainability of AI decisions

❑ Personalised Learning: privacy concerns;

challenges in ensuring transparency in data usage

• Research and Student Support

❑ Research Ethics (e.g. determination of plagiarism): compliance with data processing and decision-making requirements; 

challenges in providing clear methodological explanations

❑ Predictive Analytics (e.g. of student behavioural patterns):  consent to data collection and transparency in algorithms; 

challenges in the fairness of predictive models

Developing institutional AI policies

• entails continuous understanding and evaluation of the legal landscape of FAccT issues

• whether general or specific



Implications for the Higher Education Sector 
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Source: Chan, C.K.Y. A comprehensive AI policy education framework for university teaching and learning. Int J Educ Technol High Educ 20, 38 (2023).



Discussion
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Thank you!

Discussion



Appendix



Risk-based Regulation
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These requirements are applied to “providers” as 

they must undergo conformity assessment.



Identification of High-risk AI Systems
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Title III – High-risk AI Systems

Article 6 Classification rules for high-risk AI systems 

1. Irrespective of whether an AI system is placed on the market or put into service 

independently from the products referred to in points (a) and (b), that AI system shall be 

considered high-risk where both of the following conditions are fulfilled:

a) the AI system is intended to be used as a safety component of a product, or is itself a product, covered 

by the Union harmonisation legislation listed in Annex II;

b) the product whose safety component is the AI system, or the AI system itself as a product, is required 

to undergo a third-party conformity assessment with a view to the placing on the market or putting 

into service of that product pursuant to the Union harmonisation legislation listed in Annex II.

2. In addition to the high-risk AI systems referred to in paragraph 1, AI systems referred to in 

Annex III shall also be considered high-risk.



Identification of High-risk AI Systems – Cont’d
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Art 6 (2a): what are “high-risk AI systems”?

• AI systems will be considered high risk if they pose ‘a significant risk of harm, 

to the health, safety, or fundamental rights of natural persons’

• ‘Always’ considered high-risk – ‘performs profiling of natural persons’.

• If an AI system in Annex III is not assessed as high risk, providers are still 

required to register the product/service before it is placed on the market, and 

provide national competent authorities with documentation (if requested)



Identification of High-risk AI Systems – Cont’d
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Stringent Transparency Requirements for High-risk AI Systems
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Title IV – Transparency Obligations For Certain AI Systems

Article 52

1. Providers shall ensure that AI systems intended to interact with natural persons are 

designed and developed in such a way that natural persons are informed that they are 

interacting with an AI system, unless this is obvious from the circumstances and the context 

of use. This obligation shall not apply to AI systems authorised by law to detect, prevent, 

investigate and prosecute criminal offences, unless those systems are available for the public 

to report a criminal offence. 

2. Users of an emotion recognition system or a biometric categorisation system shall inform 

of the operation of the system the natural persons exposed thereto. This obligation shall 

not apply to AI systems used for biometric categorisation, which are permitted by law to 

detect, prevent and investigate criminal offences. 



Banned Harmful AI Systems
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Title II – Prohibited AI Practices

(1) Manipulative techniques

Article 5(1) The following artificial intelligence practices shall be prohibited:

a) the placing on the market, putting into service or use of an AI system that deploys 
subliminal techniques beyond a person’s consciousness in order to materially distort a 
person’s behaviour in a manner that causes or is likely to cause that person or another 
person physical or psychological harm;

b) the placing on the market, putting into service or use of an AI system that exploits any of 
the vulnerabilities of a specific group of persons due to their age, physical or mental 
disability, in order to materially distort the behaviour of a person pertaining to that group in 
a manner that causes or is likely to cause that person or another person physical or 
psychological harm;



Fundamental Rights Impact Assessment under AI Act
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Art 29(1) – scope of fundamental rights impact assessment covers high-

risk AI systems as defined in Art 6(2)

• Prior to deploying, 

• bodies governed by public law or private operators providing public services,

• and operators deploying high-risk systems – AI systems for assessing creditworthiness, 

risk assessment in life and health insurance

• Shall perform ‘an assessment of the impact on fundamental rights’ that use of 

that system may produce



Data Protection Impact Assessment 
in the GDPR

DPIA as a mechanism of accountability and additional protections 

• Art. 35(1): ‘likely to result in a high risk to the rights and 

freedoms of natural persons’; prior to the processing

Consideration of ‘fairness’: 

• In the determination of what is meant by ‘high risk’ in Art. 

35(1) where a failure to conduct a DPIA properly (or indeed 

at all) would seemingly breach the fairness principle.

• In the interpretation of the situations identified as being 

specific cases of high risk in Art. 35(3).

• In the content of a DPIA including the items listed in Art. 

35(7) and for example, the assessment of the proportionality 

and necessity of the processing operations, required under 

Art. 35(7)(b).
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Privacy Impact 
Assessment in the 
Privacy Act 1988

s. 33D: Commissioner may direct an agency to give a privacy impact assessment.

• Agency means that this OAIC power is limited to the public sector.

• Needs to be ‘significant impact on privacy’.

• Defines a PIA.
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Australian Law Reform Proposals: Impact Assessment

Privacy Act Review – Discussion Paper 2021 Attorney-General Report 2023
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AI Act in EU’s Evolving Regulatory Matrix about Data

43

Multiple legislation to establish an ‘European way of data governance’

anticipated in the EU Data Strategy (COM(2020) 66 final)

EU laws proposed or enacted

    AI Act Proposal (2021)

    Data Act Proposal (2022)

• Right of access to and use of data generated by Internet of Things (IoT) devices

• ‘data spaces’ (general and sector-specific) as special arrangements for data sharing

   Data Governance Act (effective Sep 2023)

• Re-use of data by public sector bodies

• Voluntary sharing of ‘protected data’, establishing mechanism of data ‘altruism’

• re-use of public sector data also regulated by the Open Data Directive (effective 2019)

    Digital Markets Act (effective May 2023)

• Regulating gate-keepers (i.e. leading internet service providers) and enhancing competition

    Digital Services Act (effective Feb 2024)

• Regulating content and liability of intermediatory service providers (against illegal content and protecting Internet users’ rights)



Epistemic threats

• Distortion of legally relevant characteristics/factors

• ‘flattening’ of the high dimensional reality into machine-readable data points

• Disregard of traits unique to the subject but not shared by the category of people whose 

profiling applies to the subject

• Including characteristics/factors not anticipated or comprehensible

• Factors being statistically correlated but not argumentatively pertinent

• Obscure pattern generated by machine

Agential threats

• Evaluation essentially as behavioural prediction based on existing data

• Practically denying free will

• Indifference to the subject’s state of mind (essential for attributing blame or confirming consent)

• Reducing the participatory opportunity

• bring in new relevant factors

• contest the evaluation

Regulatory aims

Right to correction

Right to explainability 

Right not to be subject to 

ADM

Right to non-discrimination,  

proportionality, etc

Right to hearing

Right to contest

44

Legal Subjectivity Threatened by ADM



How granular should the explanation be?
• Impact on individual’s rights and interests

• Complexity of algorithms

Granularity of the Explanations

Contagion Prediction Predictive Policing

Impact Contemporarily restricts mobility Arresting suspects

Complexity

Decision tree, based on classifiers recommended 

by epidemiological studies

Unsupervised machine learning, based on

Behavioural patterns of the arrested people in 

given districts

Threshold of 

explainability
Medium Heightened
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